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Abstract 

Cybersecurity incidents in the U.S. federal government have increased by 1,121 percent 

between 2006 and 2014, leading to growing concerns on the security of the federal IT 

infrastructures. We examine potential drivers and mitigation mechanisms of security breaches 

in the U.S. federal government. Technologically, many argue that the large stock of legacy IT 

systems in federal agencies, which are not designed for security, cause security vulnerabilities. 

Some IT professionals, however, counter with a “security-by-antiquity” argument that legacy 

systems are more secure. We consider both arguments and empirically test how legacy 

systems are associated with security breach incidents in the federal government. 

Organizationally, federal agencies exhibit significant heterogeneity; some are highly 

centralized whereas others are highly decentralized geographically or functionally. We 

examine how their organizational forms affect security vulnerability. We find that agencies 

that invest more in new IT development and modernization experience fewer security breaches 

than ones that invest more in maintenance of legacy systems. Outsourcing legacy systems to 

the cloud also reduces the frequency of security breaches. Our results also find that effective 

IT governance, risk, and control mechanisms also mitigate security risks of the legacy systems. 

Finally, federal agencies that are geographically or functionally dispersed experience security 

breaches less frequently than centralized agencies. 
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1. Introduction 

  

In June 2015, the U.S. Office of Personnel Management (OPM) announced that it experienced a 

breach to the federal human resources database by infiltrators abroad. It revealed that more than 22 

million people’s sensitive personal information including Social Security numbers was leaked in this 

incident (The Washington Post 2015). A subsequent investigation by the U.S. Congress revealed that a 

30-year-old mainframe system written in COBOL for the personnel database was too technically obsolete 

to encrypt the personal information (Nextgov 2015). In January 2013, a group of hackers, believed to be 

from China, infiltrated a system of the U.S. Army Corps of Engineers and breached the database of 

79,000 dams across the U.S., which includes confidential information on potential vulnerabilities of major 

dams (Free Beacon 2013). Indeed, the IT infrastructures in the U.S. federal government are becoming 

more and more vulnerable. Between 2006 and 2014, cybersecurity incidents in the U.S. federal 

government have increased by 1,121 percent.1 In this study, we examine potential drivers of security 

breaches and mitigation mechanisms for vulnerabilities in the U.S federal government. We consider both 

technological and organizational factors.  

Technologically, there is a growing concern among federal IT officials that many decades-old 

legacy IT systems in the federal government have serious security vulnerabilities, as illustrated in the 

OPM incident above. This contrasts with a counter-argument that legacy systems might be more “secure 

by antiquity.” Some industry practitioners and government officials argue that there is too little 

documentation and knowledge about the antiquated systems for attackers to discover and exploit their 

potential vulnerabilities. We consider both sides of the argument and conduct an empirical test to find out 

whether legacy IT systems are more secure than modern systems. Organizationally, U.S. federal agencies 

exhibit significant heterogeneity; some are highly centralized whereas others are highly decentralized 

                                                           
1 http://securityaffairs.co/wordpress/38699/security/incidents-federal-government-2014.html, accessed on Mar. 7, 

2017 
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geographically and or functionally. We examine how such heterogeneity in organization forms affects the 

frequency of data breaches.  

This study investigates how IT investment patterns of the federal agencies (i.e., investment into 

the maintenance of legacy systems versus the modernization and development of new IT systems) and 

their organizational structures influence security breach incidents. Our unit of analysis is a federal agency 

such as the Department of Transportation (DOT) and the Environmental Protection Agency. We use 

actual security incidents data from the Federal Information Security Management Act (FIMSA) Annual 

Reports to Congress in FY 2012-2015. Federal IT investments data is collected from the Federal IT 

Dashboard. For a supplementary analysis, we also use personal information breach records from an 

alternative, non-governmental source - Privacy Rights Clearinghouse. 

Our empirical investigations produced several intriguing findings. We find that agencies that 

invest more in new IT development and modernization experience security breaches less frequently than 

ones that invest more in maintenance of legacy systems. There is a significantly negative relationship 

between the number of security incidents and the stock of new IT systems, which is measured by the 

percentage of IT spending in new IT development over total IT investments for five prior years. It is 

predicted that a 1%-point increase in the share of new IT development spending is associated with a 5% 

decrease in security breaches. In other words, federal agencies that spend more in maintenance of legacy 

systems experience more frequent security incident, a result that contradicts a widespread notion that 

legacy systems are more secure. This effect is consistent across many different types of security breaches 

such as unauthorized access, social engineering, and malicious codes. A supplementary analysis with 

security breach data from Privacy Rights Clearinghouse shows that the amount of new IT spending is 

associated with fewer unintentional breaches of personal information in federal agencies. Intriguingly, 

federal agencies that migrate their legacy systems to the cloud suffer from fewer security breaches. 

We also find that the institution of effective IT governance, risk and control (IT-GRC) 

mechanisms, as evaluated by agency inspectors general audits, mitigates security risks of the legacy 

systems. This finding indicates that security vulnerabilities caused by unsecure legacy systems could be 
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mitigated by strong IT-GRC mechanisms such as close monitoring of network activities, strict access 

controls, continuous training of employees, and effective risk management.  

In addition, counterintuitively, we found that federal agencies that are more geographically 

dispersed experience fewer security incidents than agencies that are concentrated in one geographic 

location such as Washington, D.C. It appears that it is more cost-effective for infiltrators to target 

agencies whose information is concentrated in one area. Additionally, federal agencies that perform more 

homogenous functions suffer from more frequent security incidents. 

This study contributes to the information systems (IS) literature by studying how IT investment 

patterns affect security risks in large organizations such as U.S. federal agencies. To the best of our 

knowledge, there are only a few studies that empirically investigate what factors affect security 

vulnerabilities and compromises with actual incident records (Kwon and Johnson 2014, Mitra and 

Ransbotham 2015, Wang et al. 2015). The literature has paid scant attention on examining whether legacy 

systems create security risks, even though it has been a growing concern among security professionals 

both in the public and the private sectors. Our contribution therefore is to defy a conventional wisdom of 

“security-by-antiquity” and show that the presence of obsolete legacy systems in fact aggravates security 

risks in large organizations such as the federal government. Toward that end, we extend economic 

theories of criminal behaviors and software development to explain the risks of legacy infrastructures. 

This paper offers a new important finding to the literature that strong IT-GRC mechanisms are crucial in 

mitigating the vulnerabilities from legacy systems. In addition, ours is one of the first to theorize and test 

the relationship between organizational forms and security incidents. We offer counterintuitive findings 

that organizations that are geographically dispersed and ones that perform more diverse functions are less 

susceptible to security threats. 

This paper offers a wide range of important managerial implications for IT managers and security 

professionals in both governments and business organizations. Specifically, this study proposes three 

mechanisms for security vulnerabilities: (i) modernization of the legacy systems, (ii) outsourcing of the 

legacy systems to the cloud, and (iii) institution of effective IT-GRC mechanisms to reduce or avoid the 
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security vulnerabilities. Our study dispels a taken-for-granted assumption of security-by-antiquity and 

demonstrates that organizations with outdated IT infrastructures are more susceptible to security threats. 

Hence, it is urgent for such organizations including the federal government to invest in modernizing the 

legacy systems and to augment IT-GRC measures to address the risks from the legacy systems. Our 

finding also shows that cloud computing is an effective means to modernize the legacy systems. This 

study provides a crucial implication that organizations whose information assets are more concentrated 

are more likely to be targeted by criminals and informs that security managers at such organizations 

exercise extra caution in guarding their data assets.  

 

2. Related Work and Hypotheses 

 

2.1. Related Work 

Prior research identified three major conditions that increase IT security vulnerabilities: (i) system 

susceptibilities such as design or implementation flaws; (ii) threat accessibility such as system access 

points or services; and (iii) threat capabilities such as cyber criminal’s knowledge and resources to 

discover, access, and exploit a flaw (Brumley et al. 2008, Hughes and Cybenko 2014). Threat capabilities 

can be reinforced by the attractiveness of the target based on its data and functionalities.  

IT vulnerability points are notable at junctions where data cross over boundaries into, out of, and 

between systems: e.g., data collection points, data conversion points, data communication points, data 

storage points, and data disposition points (Fisher 1984). Such junctions create additional work to 

translate the outputs of one system to match the input requirements of another system (Leifer 1989). 

Baskerville et al. (forthcoming) find that the integration of IT systems reduces vulnerability points but 

increases the potential impact of a breach. The more integrated IT systems are, the more an organization 

spends on cybersecurity countermeasures. The positive relationship between IS integration and 

cybersecurity spending was stronger in external IS integration than in internal IS integration, since 

external IS integration involves more vulnerability points with higher risk exposure. 
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Cybersecurity defenses such as IT governance, risk, and control (IT-GRC) mechanisms could 

potentially reduce or avoid the risks at the vulnerability points. The IS literature focuses on IT-GRC 

mechanisms for reducing IT investment risks, IT application development risks, IT implementation risks, 

IT operational failure risks, IT security risks, and IT outsourcing risks (e.g., Barki et al. 2001, Keil et al. 

1998, Lyytinen et al. 1998, Weill and Broadbent 1998). To reduce the IT risks, IS researchers suggest 

various IT-GRC mechanisms such as aligning business strategies, IT strategies and investment objectives 

(Henderson and Venkatraman 1993); setting up IT governance structures (Sambamurthy and Zmud 1999, 

Weill and Ross 2005); choosing proper control modes to regulate individual behaviors and obtain desired 

behaviors in IT development and implementation projects (e.g., Kirsch 1996, 1997); establishing IT 

security policies, training users for IT security awareness, and enforcing security countermeasures (e.g., 

D'Arcy et al. 2009, Ransbotham and Mitra 2009, Straub 1990).  

Most studies on security defenses and outcomes to date have used qualitative case studies. 

However, to the best of our knowledge, there has been a dearth of large sample empirical studies (Kotulic 

and Clark 2004). Ransbotham and Mitra (2009) find that more frequent information scans against 

information systems are associated with more incidents of targeted probes, which in turn lead to more 

frequent targeted attacks. Kwon and Johnson (2014) examine the impact of security investments on 

information breaches in the healthcare sector and find that proactive security investments have stronger 

impacts than reactive security investments that are made after security incidents. Wang et al. (2015) study 

the relationship between the characteristics of information system applications and their vulnerabilities in 

the financial industry and find that applications with higher value, lower inertia, higher visibility, and 

higher accessibility experience more frequent unauthorized access attempts. Mitra and Ransbotham 

(2015) compare the security impacts of full and limited disclosures of potential vulnerabilities and find 

that the full disclosure of a vulnerability increase the speed in diffusion of attacks that exploit the 

vulnerability but reduce the lifespan of the vulnerability.  

 

 



- 7 - 

 

2.2. Economics of Criminal Behaviors 

The criminology literature posits that criminals act rationally in an economics sense; in other 

words, they commit a crime only if potential gains from it outweighs expected or perceived costs of 

committing the crime and risks of punishment (Goel and Rich 1989, Ehrlich 1996, Machin and Meghir 

2004). To put it differently, a crime occurs if and only if 

 𝐸(𝐺)≥𝐸(𝐶)+𝑃(𝐴) 𝐸(𝑃)       (1) 

where G, C, and P indicate the expected gains, the expected costs, and the punishment, respectively, and 

𝑃(𝐴)  refers to the probability of getting caught and convicted for the crime 

This is the case in information security as well. In planning an attack, cyber-criminals take into 

accounts; (i) the costs (C) associated with planning attacks, discovering security weaknesses, and 

executing intrusions; (ii) the risks (P) of getting punished for the crime; and (iii) the returns (G) from 

successfully infiltrating a system and obtaining information that otherwise could not have been acquired. 

The gains (G) do not need to be monetary. Criminals may pursue fame or reputation among their peers 

from pulling off high-profile security incidents, which could lead to future employment opportunities for 

them. Effective IT-GRC measures reduces security vulnerabilities by increasing either the costs of 

penetrating a system (C) or the chance of identifying and arresting the perpetrators (A). By doing so, an 

organization can dis-incentivize potential penetrators from executing attacks on its systems. The 

assumption that a hacker maximizes her payoff is widely used in the IS literature (e.g. Cavusoglu et al. 

2008, 2009). 

Drawing upon this economic theory, Ransbotham and Mitra (2009) put forth a conceptual model 

of security compromises. This model proposes that target attractiveness, active and passive Internet 

presence, and effectiveness of countermeasures contribute to security compromises. Information systems 

that are attractive to attackers in terms of tangible, iconic, and reprisal values (i.e. higher G in Eq. 1) are 

more likely to experience security probes and attacks more frequently. Likewise, it is less costly to find 

vulnerabilities in an organization with larger Internet presence (lower C), leading to more frequent 

security incidents. Ransbotham and Mitra (2009) further theorize that more effective countermeasures 



- 8 - 

 

that consist of the controls in access, vulnerability, feature, traffic, and audit can alleviate the security 

risks from high attractiveness and larger Internet presence, as such countermeasures increases the costs or 

the risks that would be borne by attackers. 

 

2.3. IT Investments into Legacy versus Modern IT Systems and Security Vulnerabilities 

 Whether or not legacy IT systems are more vulnerable to security threats than modern systems is 

a matter of continuing debates. While some argue that old legacy systems might have more vulnerabilities 

such as design or implementation flaws, others coin the term “security by antiquity” to argue that threat 

capabilities could be lower, due to cybercriminals’ lack of knowledge and resources to discover, access, 

and exploit the potential flaws in antiquated legacy systems. Notably, Rep. Darrell Issa in the U.S. House 

Oversight and Government Reform Committee reportedly said that systems written in COBOL are “pretty 

much hack-proof” and “most hackers are not even old enough to understand the language” (FCW 2013). 

IT practitioners have expressed a similar opinion; one commented that “"Newer" does not equal "better". 

There's a lot of "obsolete" COBOL that is handling your money, and a good deal of that code resides in 

comparatively unhackable environments. Code doesn't wear out, so it keeps on functioning. This is not a 

bad thing.”2 Another stated “New systems are nearly useless. The “legacy” systems have been secure for 

years. The new systems get broken into every other day.” 

 Legacy systems could be more secure than newly-developed systems for several reasons. First, 

many decades-old legacy systems are relatively isolated from external networks, thereby reducing threat 

accessibility (Brumley et al. 2008, Hughes and Cybenko 2014). Due to limited system access points and 

services, it might be more difficult for cybercriminals to access and exploit the systems. Second, most of 

the legacy systems were developed with old programming languages or development tools such as 

COBOL and run over antiquated hardware systems such as mainframes. Many hackers in the current 

generation are unfamiliar with these technologies. Third, legacy systems are often undocumented or 

                                                           
2 http://comments.us1.gigya.com/comments/rss/6407831/cw/3103585, accessed on May 16, 2017 

http://comments.us1.gigya.com/comments/rss/6407831/cw/3103585
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poorly documented. How they were originally designed, developed, revised and maintained over the years 

remains to be obscure because many of those who developed the systems are retiring (CIO 2016). Legacy 

systems that are in working condition are often treated as black boxes. Hence, even if cybercriminals are 

willing to invest in learning the legacy systems, there is little they can discover and the costs entailed in 

discovering the flaws and vulnerabilities in the legacy systems could be very high (high C in Eq. 1). 

 On the other hand, there are many other reasons to expect legacy systems to be more susceptible 

to security threats. First, legacy systems have possibly accumulated a large amount of sensitive 

information over the years or decades. Thus, they are attractive targets, as they carry highly tangible value 

for an infiltrator (high G in Eq. 1, Ransbotham and Mitra 2009). For instance, the personal records of 22.1 

million that were leaked from the federal personnel database in 2015 reportedly includes ones from 1985 

(The Washington Post 2015, Reuters 2015). The U.S. Internal Revenue Service (IRS) still maintains the 

Individual Master File, which was developed 56 years ago with Assembly language code, but it still 

processes income tax filings and refunds of all American taxpayers (Nextgov 2016, FCW 2015). This 

system is a frequent target of security attacks (Associated Press 2015).  

Second, the legacy systems that were designed and developed decades ago are very unlikely to 

have strong security features from the beginning, since awareness and knowledge of security defenses 

were limited at that time. Even if they had some security defenses, such features are unlikely to match the 

increasing sophistication of more recent and newly emerging security threats. For instance, the mainframe 

systems might not have a well-designed authentication system that closely monitors and deters malicious 

access attempts. They may not have strong identity governance and access management capabilities to 

manage access credentials of tens of thousands of employees and segregate potentially conflicting access 

privileges. In addition, because such systems are unlikely to have proper documentation and there might 

be few employees who know the systems well, they might not have been properly maintained or 

“patched” with new security features. Hence, it is difficult to apply effective countermeasures to legacy 

systems (Ransbotham and Mitra 2009). Such deficiencies in security protection reduce the costs of 

executing security attacks (C in Eq. 1). One way to go around this vulnerability is to treat a legacy system 
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as a black box and attach security protections around it. However, such an approach might exacerbate the 

complexity of the overall security infrastructures, exposing more security weaknesses.  

 Third, from an enterprise architecture perspective, an organization with a large stock of legacy 

systems is likely to have complex enterprise architectures. Under such a complex architecture, the 

systems are not tightly integrated but loosely connected with each other, making the overall systems more 

prone to security threats (Barkerville et al. forthcoming). Old legacy systems are likely to communicate 

with each other via connectors or converters, and information flows through such connectors can be easily 

intercepted by infiltrators. Such complexity thereby reduces the costs (C in Eq. 1) in executing a 

penetration. All these components in the complex enterprise architectures are less likely to be thoroughly 

documented, making it difficult to maintain security protection across the architecture up to recent 

emerging security threats. Such security holes reduce the execution costs (C in eq. 1) for hackers.  

Fourth, the IS literature on software development and maintenance demonstrates that software 

quality is related to software complexity and development process maturity. Banker and Slaughter (2000) 

show that a software application that has higher data complexity or is updated more frequently is likely to 

have more defects. Harter et al. (2000) also found that software design complexity, measured by domain, 

data, and design complexity, is positively associated with defect density. Subramanyam et al. (2012) 

show that the number of data elements and data layer interfaces in a software component is positively 

associated with the number of component defects. These studies characterize that the more modified a 

system has been, the more entropy or complexity is accumulated in it. Whenever the system is modified 

with a new business requirement, new data elements or new interfaces layers are added to it. In each 

change with additional requirements, decision paths in an application component are altered, additional 

calculations and algorithms are added, and business logics become more complicated (Harter et al. 2012). 

Each of such changes exacerbates the complexity in software applications, increasing the likelihood of 

software failures. It is because these updates are unlikely to be done with careful consideration for 

coupling with other parts of the systems and ripple effects of the changes on them. It is highly unlikely 
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that maintenance activities on decades-old legacy systems are thoroughly documented, increasing the odd 

of software malfunctions. 

A security breach is more likely to occur when software is more defective and error-prone. 

Defects in identification and access control components create security holes to an entire system. 

Attackers also can take advantage of malfunctions in any part of the system as a security hole (i.e. lower 

costs in attack execution). Hence, complexity and entropy accumulated throughout modifications in the 

legacy systems make them more defective and thereby more susceptible to security exploitation (Mitra 

and Ransbotham 2015). It is unlikely that software vendors can provide patches for vulnerabilities in old 

legacy systems, if the vendors even still exist (Ransbortham et al. 2012). The software development 

literature also argues that software structure and development process maturity are significantly related to 

higher software quality and fewer defects (Krishnan and Kellner 1999, Banker and Slaughter 2000, Harter 

et al. 2000, 2012, Krishnan et al. 2000). It is unlikely that the legacy systems were developed decades ago 

with a mature, structured development process.  

 Hence, while there are a few reasons to support the security-by-antiquity argument, the foregoing 

explanations with the perspectives of enterprise architecture, software defects, and target attractiveness 

suggest that legacy systems are likely to be less secure. 

 

Hypothesis 1. A federal agency with more legacy systems is likely to experience more frequent security 

breaches. 

 

Security risks posed by legacy systems could potentially be mitigated by strong IT governance, 

risk, and control (IT-GRC) mechanisms. Management control theory posits that formal and informal 

governance mechanisms could reduce the probability and magnitude of loss associated with risks (Simons 

1991). Informal mechanisms include leadership, culture, values, and norms (Macintosh 1994), while 

formal mechanisms include agreements and assumptions about an organization’s objectives and risks that 

could potentially inhibit their achievement (Goold and Quinn 1990). Managers institute formal GRC 

mechanisms to provide reasonable assurance for the achievement of the objectives and the minimization 
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of the risks. The scope of GRC mechanisms usually covers: (i) effectiveness and efficiency of operations, 

(ii) reliability of financial reporting, and (iii) compliance with applicable laws and regulations (COSO 

1992). After designing and implementing the GRC mechanisms, managers also continuously monitor 

their operating effectiveness (Eisenhardt 1985, Ouchi and Maguire 1975). If there are deviations from the 

desired objectives, managers intervene by imposing sanctions, redesigning the GRC measures, or 

changing the objectives (Goold and Quinn 1990). 

Consistent with the management control theory, IS research and practice recommend IT-GRC 

mechanisms for mitigating IT-related risks in the general computing infrastructure of an organization and 

the IT applications that automate and support the organization’s business processes (IIA 2008, 2009, 

2012). The organization institutes IT-GRC mechanisms to defend against security threats and other IT-

related risks such as digital frauds, operational IT glitches, and incompliance with relevant laws and 

regulations. 

The security vulnerabilities caused by complex enterprise architectures around the legacy systems 

can also potentially be alleviated by effective IT-GRC mechanisms such as security countermeasures and 

policies, close monitoring of network activities, and training of employees and contractors. Ransbotham 

and Mitra (2009) propose that effective vulnerability controls and feature controls can weaken chain 

reactions from information scans to targeted probes to targeted attacks. Likewise, effective traffic and 

access controls alleviate the risk of security compromises from attack scans and targeted attacks. Well-

executed vulnerability controls on complex enterprise architectures enables an organization to properly 

patch security holes in the legacy systems on a constant basis. Effective access controls and policies 

enable the organization to closely monitor who has access privileges to the legacy systems and quickly 

detect those who violate access controls, increasing the risks for potential perpetuators (A in Eq. 1). Well-

established feature controls document complete, accurate, and up-to-date configurations of the complex 

enterprise architectures, enabling security holes due to configuration deviations to be fixed quickly. In 

sum, effective IT-GRC measurse increase the costs in executing security attacks as well as the risks of 

apprehension, leading us to propose the following moderation hypothesis. 
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Hypothesis 2. The impact of federal legacy systems on security breaches is weakened by strong IT 

governance, risk, and control mechanisms. 

 

We argue that an organization is likely to experience fewer security incidents when it outsources 

legacy IT systems to the cloud. Some argue that outsourcing to the cloud could create a single point of 

failure and pose more security risks than keeping on-premise legacy IT systems. If the cloud vendor is 

compromised, all information of the organization could be exposed. While such an incident, if occurs, 

would indeed be a high impact event, its probability is low (Baskerville et al. forthcoming).  

We argue that the cloud has several security advantages vis-à-vis on-premise legacy systems as 

follows. A federal agency is unlikely to have more advanced IT-GRC capabilities than cloud computing 

vendors in the private sector. The cloud vendors can attract and retain more talented security professionals 

than the federal agencies, which have lower and more rigid salary scales for their employees. The cloud 

vendors can achieve economies of scale in security management for a range of systems that serve 

thousands of clients. For instance, it would be costly for a federal agency to constantly improve its on-

premise security infrastructures in response to emerging threats and newly discovered vulnerabilities, 

while it is more seamless for a cloud vendor to address new threats across the systems it hosts on a 

continuous basis. Since the cloud vendor serves a large number of clients, it integrates, standardizes, and 

centralizes its IT systems and processes. As Baskerville et al. (forthcoming) find, organizations that 

integrate their IT systems to a greater extent can address more security vulnerability points.  

The cloud vendor can enjoy economies of learning scope advantages as well, in a way that when 

it discovers a new security vulnerability from one system (Mitra and Ransbotham 2015), it can apply a 

patch for it across all the systems it hosts. To be hosted at a cloud, a client’s system needs to adhere to 

several technical standards that the cloud vendor imposes, and such standards make it more 

straightforward to protect standardized systems from external security threats. This also implies that 

because of the technical standards at the cloud, migrating legacy systems to the cloud is likely to entail 

modernizing the system via reengineering, modularization, and standardization (Tanriverdi et al. 2007). If 
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a system is hosted at a cloud outside of a federal agency’s premise, it is easier to control access and 

authentication, reducing the possibility of security compromise by insiders. As such, we put forth a 

negative relationship between cloud computing spending and security vulnerabilities. 

 

Hypothesis 3. A federal agency that spends more in cloud computing is likely to experience less frequent 

security breaches. 

 

2.4. Organizational Form and Security Vulnerabilities 

 Next, we hypothesize how organizational forms affect security risks. Federal agencies exhibit 

significant variance in terms of how they are organized. Some federal agencies such as the Department of 

Homeland Security have employees that are dispersed around the country while most personnel at some 

other agencies such as the Department of Education and the National Science Foundation are centralized 

around the Washington, D.C. area. We argue that such federal agencies that are geographically 

concentrated are more susceptible to security threats.  

On the one hand, the fact that subunits and employees of a federal agency are dispersed across 

many different geographic locations may increase security risks. There are more vulnerability points 

where data cross over boundaries into, out of, and between systems of organizational subunits (Fisher 

1984). The agency has more work to translate the outputs of one system to match the input requirements 

of another system (Leifer, 1989). Maintaining secure environments in many dispersed locations would be 

more expensive. It would also be more challenging to authenticate employee access and prevent 

malicious attempts from or to remote offices. In order to do so, the security infrastructures would be more 

complex and require more layers and controls, adding more vulnerabilities to the overall enterprise 

architectures. It would also be less costly to guard the systems in one or few locations than in many 

dispersed locations. In terms of Ransbotham and Mitra (2009), an agency with more geographic footprints 

is likely to have more Internet presence, either active or passive, posing more security risks. 

 On the other hand, federal agencies that are geographically more centralized would likely be less 

secure. It is because it would be economically more viable for a criminal to target more geographically 
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concentrated agencies, where valuable information is likely to center around a few locations as well. 

Hence, the potential gains (G in Eq. 1) from executing security breaches against a geographically 

concentrated agency are higher than against one that is dispersed across the country. In the model of 

Ransbotham and Mitra (2009), such an agency carries higher attractiveness to potential infiltrators. It 

would also be costlier for cybercriminals to try to penetrate the systems on many different locations (high 

C in Eq. 1), and each attempt to intrude the systems at multiple locations increases the risks of getting 

apprehended (high A in Eq. 1). Hence, hackers are more likely to seek to breach federal agencies that are 

more geographically concentrated. Based on this argument, we propose the following. 

 

Hypothesis 4. A federal agency whose employees are more geographically scattered is likely to 

experience less frequent security breaches. 

 

 In a similar vein, we posit that a federal agency that performs more diverse functions is less 

vulnerable to security threats. Many federal agencies are commissioned with a more variety of functions 

than their name might suggest. For example, the Department of Agriculture carries out such functions as 

agricultural research and farmland conservation, but it also operates a large scale of welfare programs 

such as food banks and income supports for farmers. The Department of Energy performs national 

defense activities related to nuclear energy programs. In addition to its law enforcement duties, the 

Department of Homeland Security (DHS) devoted more than 32% of its budgets to disaster relief and 

restoration programs in 2014, such as temporary housing, emergency foods and shelter, or flood 

insurances. 

 There is a reason to believe that a federal agency that performs diverse functions could be more 

vulnerable to security threats. Such an agency is likely to operate a variety of systems with diverse 

functionalities, which may expose more vulnerability points. We propose, however, that a federal agency 

with more diverse functions is less vulnerable to security attacks for the same reason with H4. If an 

agency performs homogenous functions, its information is more likely to be concentrated to a few 

systems, which can be an attractive target for cybercriminals (with high G in Eq. 1). On the other hand, 
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for a federal agency with diverse functions, its information is more likely to be scattered over multiple 

locations and systems, making it costly for an attacker to attempt a breach (high C in Eq. 1). For this 

reason, we propose a negative relationship between the agency functional diversity and security 

susceptibility as follows. 

 

Hypothesis 5. A federal agency that performs more diverse functions is likely to experience less frequent 

security breaches. 

 

Table 1. Chief Financial Officers (CFO) Act Agencies  

Department of Agriculture 

Department of Commerce 

Department of Defense 

Department of Education 

Department of Energy 

Department of Health and Human Services 

Department of Homeland Security 

Department of Housing and Urban Development 

Department of Justice 

Department of Labor 

Department of State 

Department of the Interior 

Department of the Treasury 

Department of Transportation 

Department of Veterans Affairs 

Environmental Protection Agency 

General Services Administration 

National Aeronautics and Space Administration 

National Science Foundation 

Nuclear Regulatory Commission 

Office of Personnel Management 

Small Business Administration 

Social Security Administration 

U.S. Agency for International Development 
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Table 2. Definition of Security Incidents 

Incident Type Definition 

From Federal Information Security Management Act (FISMA) Reports to Congress  

(as defined by the U.S. Computer Emergency Readiness Team) 

Denial of Service 
Successful DoS incidents, such as a flood of traffic, which render a web 

server unavailable to legitimate users 

Improper Usage 
Incidents in which a user violates acceptable computing policies or rules of 

behavior (including Unauthorized Access and Policy Violation) 

Unauthorized Access 

Incidents in which individual gains logical or physical access without 

permission to a Federal agency network, system, application, data or other 

resource (including Social Engineering and Unauthorized Equipment) 

Social Engineering 

Incidents involved with fraudulent web sites and other attempts to entice 

users to provide sensitive information or download malicious code (including 

Phishing) 

Unauthorized 

Equipment 

Incidents involved with lost, stolen or confiscated equipment, including 

mobile devices, laptops, backup disks or removable media 

Policy Violation 

Incidents of mishandling data in storage or transit, such as personally 

identifiable information (PII) found unsecured or emailed without proper 

encryption 

Malicious Code 

Successful executions or installations of malicious software, which are not 

immediately quarantined and cleaned by preventative measures such as 

antivirus tools 

Non-Cyber Incidents 
Incidents of PII spillages or possible mishandling of PII, which involve hard 

copies or printed material 

From Privacy Rights Clearinghouse 

Total Breach 
Incidents of breaches of personal information including Social Security 

numbers, account numbers, and driver's license numbers 

Intentional Breach 
Breaches via (i) electronic entries by an outside party, malware and spyware 

or (ii) by someone with legitimate access to intentionally breach information 

Unintentional Breach 
Breaches by unintended disclosure or via loss of electronic devices (portable, 

stationary) or physical documents 

 

3. Data Sources and Empirical Methods 

 

We use three data sources for our empirical analyses – Annual FISMA Reports to Congress in FY 

2012-2015,3 Privacy Rights Clearinghouse, and the Federal IT Dashboard. The FISMA Reports provide 

                                                           
3 The FISMA reports before FY 2012 do not publish agency-level incident counts, and in FY 2016, the OMB 

revised the reporting guidelines, in which agencies do not need report security incidents that did not have an impact 

on agency operations. The FISMA 2016 report states that the 2016 data is not comparable to previous years. Indeed, 

the FISMA 2016 report tallies 30,899 incidents across the whole federal government, while the 2015 report counts 

77,183. 
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the number of security incidents occurred at 24 federal agencies that are under purview of the Office of 

Management Budget (OMB) by the Chief Financial Officers (CFO) Act (Table 1). These “CFO Act” 

agencies include all cabinet departments such as the Department of Defense and the Department of 

Justice and several independent agencies including the National Science Foundation. Table 2 provides the 

types of security incidents tallied in the FISMA Reports. We use the log-transformed number of security 

incidents in the reports as the dependent variables.  

In addition to the FISMA reports, which are available only in 2012-2015, we collected security 

breach data from Privacy Rights Clearinghouse in 2005-2016. It provides comprehensive records of 

breaches of personally identifiable information (PII) in business and government organizations that it has 

independently collected from media, law enforcement, and other online sources. We collected PII breach 

incidents occurred at federal agencies since 2005. As with the FISMA, we use the log-transformed 

number of PII breach incidents that occurred in each CFO agency as a dependent variable. In addition, we 

categorize incidents into two types – intentional breaches (incidents via hacking, malware, or by insiders) 

and unintentional incidents (including unintentional transmission of PII and loss of computers, physical 

devices or physical documents) – and investigate how our antecedents affect the two types differently. 

The Federal IT Dashboard provides IT investment figures of the CFO Act agencies since FY 

2003. It reports the amount of IT spending in development, modernization, and enhancement (DME)4, 

and the rest of IT spending is devoted to operation and maintenance of existing IT systems. Our primary 

measure, DMEt,is the percentage of DME spending over total IT spending for five prior years (FY t-1 ~ t-

5) as a proxy of the stock of new IT systems (Table 3). In the section to follow, we will present 

estimations with a three-year and a seven-year window, instead of five, as robustness checks. The Federal 

IT Dashboard for FY 2012-2015 also offers spending figures in cloud computing in the CFO Act 

                                                           
4 DME investments include “costs for projects leading to new IT assets/systems and projects that change or modify 

existing IT assets to: substantively improve capability or performance; implement legislative or regulatory 

requirements; or to meet an agency leadership request.” 

http://www.whitehouse.gov/sites/default/files/omb/assets/egov_docs/fy13_guidance_for_exhibit_300_a-

b_20110715.pdf  

http://www.whitehouse.gov/sites/default/files/omb/assets/egov_docs/fy13_guidance_for_exhibit_300_a-b_20110715.pdf
http://www.whitehouse.gov/sites/default/files/omb/assets/egov_docs/fy13_guidance_for_exhibit_300_a-b_20110715.pdf
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agencies. Cloudt is the percentage of cloud computing spending over total IT expenditures in FY t. H1 

and H2 predict that the coefficients of DME and Cloud are negative. 

 

Table 3. Variable Definitions and Data Sources 

Variable Definition Data Sources 

Independent Variables 

DMEt 

(Development, 

Modernization, and 

Enhancement) 

% of DME spending in FY t-1 ~ t-5 to total IT spending 

in FY t-1 ~ t-5 

Federal IT 

Dashboard 

Cloudt % of cloud computing spending in FY t to total IT 

spending in FY t 

Disperse 

(geographic personnel 

dispersion) 

1 – ∑ (Agency FTE in state i / Total agency FTE)2 Federal HR 

Database 

Diversity  

(functional diversity) 

1 – ∑ (Agency budget in function i / Total agency 

budget)2 

Budget of U.S. 

Government 

IG Score IT GRC scores evaluated by agency inspectors general 

(max 100) 

FISMA Reports 

to Congress 

Control Variables 

IT Invest % of IT spending to total agency budget Federal IT 

Dashboard 

Security Invest Log (Spending in cybersecurity in million $) FISMA Reports 

to Congress 

Budget Log (Total agency budget in million $) Budget of U.S. 

Government Bureau 1 – ∑ (Budget in subordinate bureau i / Total agency 

budget)2 

FTE Log (Total full-time equivalent employee) Federal HR 

Database 

Age Agency age in years Federal Register 

Defense 
% of national defense function budget to total agency 

budget  

Budget of U.S. 

Government 

Welfare 
% of public welfare function budget to total agency 

budget  

Law Enforce 
% of law enforcement function budget to total agency 

budget  

Management 
% of government management function budget to total 

agency budget  

Regulation % of regulatory function budget to total agency budget  
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Table 4. Descriptive Statistics 

Variable N Mean Std. Dev. Minimum Maximum 

Incidents from FISMA Reports     

Total Incidents 96 1964.219 2566.310 3 11263 

Denial of Services 96 4.260 9.561 0 59 

Improper Access 96 1027.104 1326.784 1 4988 

Unauthorized Access 96 551.146 756.528 0 2766 

Social Engineering 96 159.146 342.637 0 1755 

Unauthorized Equipment 96 367.490 575.655 0 2306 

Policy Violation 96 440.958 696.811 0 2563 

Malicious Code 96 338.677 496.683 0 1900 

Non-Cyber Incidents 96 594.177 1283.127 0 4877 

Incidents from Privacy Rights Clearinghouse    

Total Breach 106 0.349 0.769 0 5 

Intentional Breach 106 0.198 0.506 0 3 

Unintentional Breach 106 0.104 0.336 0 2 

Independent Variables      

DME 106 22.817 11.945 5.319 55.074 

Cloud  106 5.874 12.945 0 99.826 

Disperse 106 0.798 0.233 0.016 0.981 

Diversity 106 0.428 0.318 0 0.999 

IG Score 91 73.978 19.789 19 99 

Control Variables      

IT Invest 106 0.009 0.019 0 0.157 

Security Invest 106 3.915 2.050 0 9.397 

Budget 106 17.186 2.037 12.802 21.066 

Bureau 106 0.371 0.323 0 0.888 

FTE 106 10.002 1.454 7.262 12.809 

Age 106 90.047 63.255 10 240 

Defense 106 3.511 15.916 0 100 

Welfare 106 29.092 40.840 0 100 

Law Enforce 106 4.832 17.670 0 85.218 

Management 106 9.282 26.123 0 100 

Regulation 106 21.025 34.802 0 100 

 

The FISMA Reports also provide the assessment in the effectiveness of IT-GRC mechanisms by 

agency inspectors general (IG). They assess the effectiveness of their agencies’ IT-GRC mechanisms in 

ten management areas – continuous monitoring management, configuration management, identity and 

access, incident response and reporting, risk management, plan of action, security training, remote access, 

contingency planning, and contractor systems. The IGs are required to use 91 reporting metrics created by 
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the DHS Office of Cybersecurity and Communications. For example, for configuration management, an 

IG assesses whether the agency documents policies and procedures for configuration management and 

whether it documents proposed and actual changes to hardware and software configurations. For identity 

and access management, the IG evaluates, among others, whether the agency ensures that accounts are 

terminated or deactivated once access is no longer required. The FISMA reports in FY 2012-2015 offer 

the agency IG scores in the range of 0 to 100, which we use as a measure for IT GRC effectiveness. 

Geographical dispersion and functional diversity of federal agencies are measured as follows. We 

use the federal human resource database from the OPM, which provides data on how many federal 

employees work in each of the 50 states and Washington, D.C. Using this information, we measure the 

geographic dispersion of federal agencies (Disperse) with an inverse of Herfindahl index (1 - ∑ (Agency 

employees in state i / Total agency employees)2). The smaller this value is, the more geographically 

concentrated a federal agency is. We also measure the functional diversity of federal agencies in a similar 

way. In the federal government budgets published by the OMB, each of the budget items is designated to 

one of the functional categories such as national defense, energy, transportation, and general government 

administration. Using these budget functional categories, we calculate an inverse of Herfindahl index of 

agency budget (1 – ∑ (Agency budget in function i / Total agency budget)2). Again, a smaller value of 

this measure (Diversity) indicates that an agency performs more homogeneous functions. H4 and H5 

predict that the coefficients of Disperse and Diverse are negative, respectively. 

Table 3 provides the descriptions of the explanatory and control variables. We control for the 

overall size of IT investments and security-related spending. We also control for the scale of agencies 

with the size of agency budgets and the number of full-time equivalent employees. Many cabinet agencies 

have sub-agency bureaus (e.g. the Drug Enforcement Administration under the Department of Justice, the 

Food and Drug Administration under the Department of Health and Human Services). We control for the 

bureau-level organizational complexity with a Herfindhal index of bureau budgets. Since older agencies 

are likely to have more legacy systems, we control for the ages (years) of federal agencies. Lastly, 

security vulnerabilities could be associated with agency functions. For instance, agencies that perform 
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defense or law enforcement responsibilities are more likely to be targeted by cybercriminals. To account 

for this possibility, our estimations include five indicators for agency functions (Table 3). Table 4 offers 

the descriptive statistics. 

As a primary estimation approach, we use Driscoll and Kraay (2006) fixed-effects estimation for 

spatial autocorrelation, which accounts for agency-specific unobserved heterogeneity. Since the federal 

agencies are under the umbrella of the U.S. government, unobserved heterogeneity of a federal agency 

could be contemporarily correlated with other peer agencies. The estimations also include year fixed-

effects and temporal autocorrelation in residuals for two lagged years. Since the dependent variables are 

count variables (the number of security breaches), we will present the results of Poisson fixed-effects 

regressions as a robustness check below. 

In our estimation, endogeneity is unlikely to be of concern. Security incidents in year t are 

unlikely to significantly affect investment decisions in new IT development in the previous five years. In 

addition, migration of systems in cloud computing is more likely to be motivated by cost savings. The 

geographic dispersion of agency workforce or the diversity of agency functions are likely to be exogenous 

as well, as it is challenging for a federal agency to move around its personnel across the country or change 

its responsibilities mandated by Congress in a short term. We do not have a reason to believe that IT 

investments, federal budgets, or agency headcounts are measured with significant errors that are 

correlated with residuals. In addition, our fixed-effects estimation accounts for agency-specific 

unobserved heterogeneity; hence, omitted variable bias is not a serious concern. 

 

4. Results 

  

Table 5 presents our estimation results. It shows that the coefficient of DME (development, 

modernization and enhancement) is negative and significant in all but two columns. This indicates that 

fewer security breaches occurred at federal agencies that spent more in new IT development. It is 

consistent with Hypothesis 1 that the legacy systems are more vulnerable to security failures than more 
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recently-developed systems. From the coefficient of DME in Column 1, we calculated that a 1%-point 

increase in DME spending over total IT spending is associated with a 5% decrease5 in total security 

breaches. The impact of DME is strongest for social engineering incidents (Column 5), which include 

phishing; a 1%-point increase in DME is related to a 9% reduction in social engineering incidents. 

Likewise, DME spending is negatively related to security breaches involved with malicious codes 

(Column 8). While incidents of social engineering and malicious codes might primarily target on personal 

computing devices rather than enterprise systems, given that the FISMA reports tally all successful 

security breaches, these results demonstrate that legacy systems are vulnerable to breaches conducted via 

personal devices. It is also interesting to see that investments in DME are negatively associated with 

policy violation incidents (Column 7), which are involved with mishandling personal information without 

proper encryption. It appears to be challenging to completely protect personal information that flows 

throughout enterprise architectures tangled with a myriad of legacy systems. Table 5, Column 9 

demonstrates that the legacy systems are vulnerable even to non-cyber incidents, in which personal 

information is mishandled or breached via printed materials.   

Likewise, Table 5 shows that the coefficient of cloud computing is negative and significant for all 

columns but Columns (1), (2) and (9), providing support to Hypothesis 3. The impact of cloud computing 

is strongest for policy violation; when a federal agency spends a 1%-point more in cloud computing over 

total IT investments, it experiences 1.5% fewer incidents in violation of personal information policies by 

employees and contractors. This finding is in accordance with Hypothesis 2 that it is more straightforward 

and flexible to impose security protocols to the cloud computing than to on-premise ones. While the 

coefficient of DME is not significant for equipment incidents (Column 6), that of Cloud is significant. It 

seems that cloud computing vendors may have stronger physical access controls that restrict unauthorized 

access to IT equipment as well as effective process controls for the custody of digital equipment. 

  

                                                           
5 1 – e-0.052 = 0.0507 
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Table 5. Estimation with FISMA Incident Data 

Method Driscoll and Kraay Fixed-Effects Estimation for Spatial Autocorrelation 

Data Source FISMA Reports to Congress in FY 2012-2015 

Incident Types 

(DV in Log) 

Total 

Incidents 

Denial of 

Service 

Improper Use 
Malicious 

Code 

Non-Cyber 

Incidents 
Improper 

Use Total 

Unauthorized Access 
Policy 

Violation 
Unauthorized 

Access Total 

Social 

Engineering 

Unauthorized 

Equipment 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) 

DME 
- 0.052 ***  
(0.007) *  

0.005 ***     
(0.008) *  

- 0.061 ***  
(0.007) *  

- 0.032 ** *   
(0.011) *  

- 0.094 ***  
(0.003) *  

0.017 ***     
(0.013) *  

- 0.072 ***  
(0.002) *  

- 0.064 ***  
(0.011) *  

- 0.072 ***  
(0.005) *  

Cloud 
0.002 ***     

(0.001) *  
- 0.001 ***     
(0.003) *  

- 0.012 ***  
(0.002) *  

- 0.008 ** *   
(0.002) *  

- 0.011 ***  
(0.002) *  

- 0.011 ** *   
(0.004) *  

- 0.015 ***  
(0.001) *  

- 0.012 ** *   
(0.004) *  

0.006 * **    
(0.002) *  

Disperse 
- 11.760 ***  
(1.629) *  

8.664 ***  
(1.099) *  

- 15.866 ***  
(0.784) *  

- 15.315 ***  
(1.146) *  

- 32.402 ***  
(1.709) *  

- 13.644 ***  
(0.795) *  

- 22.865 ***  
(1.967) *  

- 6.774 * **    
(2.661) *  

- 21.685 ***  
(1.611) *  

Diversity 
- 0.816 ***  
(0.087) *  

1.360 ***  
(0.246) *  

- 0.913 ***  
(0.076) *  

- 0.688 ***  
(0.142) *  

0.223 ***     
(0.212) *  

- 1.098 ***  
(0.164) *  

- 1.029 ***  
(0.139) *  

- 0.415 ***     
(0.385) *  

0.125 ***     
(0.321) *  

IT Invest 
- 26.808 ***  
(0.595 ) *  

- 6.076 ***     
(9.004 ) *  

- 24.58 0***  
(3.432 ) *  

- 36.167 ** *   
(10.719 ) *  

- 35.31 0+**    
(18.626 ) *  

- 30.511 * **    
(12.208 ) *  

- 24.379 ** *   
(7.259 ) *  

- 82.363 ***  
(12.091 ) *  

- 2.174 ***     
(7.643 ) *  

Security Invest 
0.201 ***  

(0.030 ) *  
- 0.246 ***  
(0.030 ) *  

0.183 ** *   
(0.051 ) *  

0.41 0***  
(0.034 ) *  

0.347 ***  
(0.051 ) *  

0.265 ***  
(0.060 ) *  

- 0.041 ***     
(0.095 ) *  

0.248 ***     
(0.17 0) *  

- 0.008 ***     
(0.080 ) *  

Budget 
- 0.681 ***  
(0.167 ) *  

0.85 0***  
(0.129 ) *  

- 0.51 0***  
(0.104 ) *  

- 0.497 +**    
(0.274 ) *  

- 1.499 ***  
(0.179 ) *  

0.111 ***     
(0.369 ) *  

- 0.413 ***  
(0.034 ) *  

- 1.769 ***  
(0.281 ) *  

- 0.407 ***     
(0.260 ) *  

Bureau 
- 0.123 ***     
(0.934 ) *  

- 0.823 ***     
(0.793 ) *  

0.417 ***     
(0.661 ) *  

- 1.127 ***     
(0.833 ) *  

- 1.67 0***     
(0.980 ) *  

- 0.074 ***     
(0.831 ) *  

1.238 * **    
(0.587 ) *  

- 0.945 ***     
(1.231 ) *  

0.414 ** *   
(0.120 ) *  

FTE 
3.42 0***  

(0.269 ) *  
- 1.834 * **    
(0.871 ) *  

4.882 ***  
(0.962 ) *  

0.63 0***     
(0.761 ) *  

4.657 ***  
(0.83 0) *  

1.356 +**   
(0.668 ) *  

5.741 ***  
(0.678 ) *  

0.945 ***     
(3.003 ) *  

5.091 ** *   
(1.375 ) *  

Age 
- 0.04 0***     
(0.050 ) *  

- 0.027 ***     
(0.118 ) *  

- 0.229 * **    
(0.100 ) *  

0.27 0** *   
(0.076 ) *  

0.167 ***     
(0.1 36) *  

0.025 ***     
(0.091 ) *  

- 0.297 ** *   
(0.097 ) *  

0.466 ***     
(0.344 ) *  

- 0.247 ***     
(0.211 ) *  

Defense 
- 0.015 ***     
(0.015 ) *  

0.051 ***  
(0.012 ) *  

0.015 ***     
(0.022 ) *  

- 0.006 ***     
(0.021 ) *  

- 0.002 ***     
(0.017 ) *  

- 0.005 ***     
(0.027 ) *  

0.032 * **    
(0.012 ) *  

- 0.054 ***  
(0.001 ) *  

- 0.024 +**    
(0.013 ) *  

Welfare 
- 0.014 ***     
(0.015 ) *  

0.05 0***  
(0.011 ) *  

0.015 ***     
(0.022 ) *  

- 0.007 ***     
(0.022 ) *  

- 0.017 ***     
(0.017 ) *  

- 0.002 ***     
(0.028 ) *  

0.034 * **    
(0.012 ) *  

- 0.051 ***  
(0.009 ) *  

- 0.022 ***     
(0.014 ) *  

Law Enforce 
- 0.005 ***     
(0.008 ) *  

0.076 * **    
(0.035 ) *  

0.014 ***     
(0.013 ) *  

- 0.001 ***     
(0.019 ) *  

0.04 0***     
(0.035 ) *  

- 0.058 * **    
(0.022 ) *  

0.027 ***     
(0.016 ) *  

- 0.03 0***     
(0.027 ) *  

0.03 0* **    
(0.012 ) *  

Management 
- 0.387 ***  
(0.007 ) *  

- 0.085 ***     
(0.120 ) *  

- 0.417 ***  
(0.038 ) *  

- 0.554 ** *   
(0.147 ) *  

- 0.528 +**    
(0.256 ) *  

- 0.569 ** *   
(0.147 ) *  

- 0.37 0***  
(0.081 ) *  

- 0.719 ***  
(0.171 ) *  

0.019 ***     
(0.075 ) *  

Regulation 
0. 019** *  

(0.005 ) *  
- 0.0 16***     
(0.018 ) *  

0.018 ** *  
(0.006 ) *  

0.020 * * *   
(0.009 ) *  

- 0. 021+**    
(0.012 ) *  

0.034 ** *   
(0.012 ) *  

0.015 ***  
(0.001 ) *  

- 0.002 ***  
(0.006 ) *  

- 0.021 ***     
(0.004 ) *  

F 320.92 ***  113.61 ***  754.99 ***  149.23 ***  2502.74 ***  151.89 ***  79.76 ***  306.07 ***  130.40 ***  

Within R2 0.323 ***  0.530 ***  0.412 ***  0.299 ***  0.456 ***  0.301 ***  0.446 ***  0.340 ***  0.276 ***  
+p < 0.1, *p < 0.05, **p < 0.01, ***p < 0.001; N = 96; # of Agency = 24; Agency and year fixed-effects included; Standard errors are in parentheses. 
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Table 6. Moderating Effect of Inspector General Compliance Score with FISMA Incident Data 

Method Driscoll and Kraay Fixed-Effects Estimation for Spatial Autocorrelation 

Data Source FISMA Reports to Congress in FY 2012-2015 

Incident Types 

(DV in Log) 

Total 

Incidents 

Denial of 

Service 

Improper Use 
Malicious 

Code 

Non-Cyber 

Incidents 
Improper 

Use Total 

Unauthorized Access 
Policy 

Violation 
Unauthorized 

Access Total 

Social 

Engineering 

Unauthorized 

Equipment 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) 

DME 
- 0.06 0***  
( 0.013 ) *  

- 0.034 ***     
(0.02 0) *  

- 0.06 0***  
( 0.005 ) *  

- 0.09 0***  
( 0.015 ) *  

- 0.101 * **    
( 0.042 ) *  

- 0.1 00** *   
( 0.029 ) *  

- 0.076 ***  
( 0.018 ) *  

- 0.085 ***  
( 0.012 ) *  

- 0.078 ***  
( 0.014 ) *  

DME × 

IG Score 
0.000 ***     

(0.000 ) *  
0.001 ** *   

(0.000 ) *  
0.000 ***     

(0.000 ) *  
0.001 * **    

(0.000 ) *  
0.000 ***     

(0.000 ) *  
0.001 ** *   

(0.000 ) *  
0.000 ***     

(0.000 ) *  
0.000 ***     

(0.000 ) *  
0.000 ***     

(0.000 ) *  

Cloud 
0.001 ***     

( 0.001 ) *  
- 0.005 ***     
( 0.003 ) *  

- 0.013 ***  
( 0.002 ) *  

- 0.01 0** *   
( 0.002 ) *  

- 0.014 ***  
( 0.002 ) *  

- 0.014 ** *   
( 0.004 ) *  

- 0.016 ***  
( 0.002 ) *  

- 0.012 ** *   
( 0.003 ) *  

0.007 ** *   
( 0.002 ) *  

Disperse 
- 12.498 ***  
(1.49 0) *  

10.063 ***  
(1.61 0) *  

- 16.798 ***  
( 0.857 ) *  

- 17.977 ***  
( 1.954 ) *  

- 37.013 ***  
( 1.911 ) *  

- 17.816 ***  
( 1.551 ) *  

- 21.232 ***  
( 2.432 ) *  

- 10.45 0***  
( 1.747 ) *  

- 20.516 ***  
(2.46 0) *  

Diversity 
- 0.868 ***  
( 0.119 ) *  

1.138 ***  
( 0.269 ) *  

- 0.981 ***  
( 0.106 ) *  

- 0.706 ** *   
( 0.225 ) *  

0.15 0***     
( 0.232 ) *  

- 1.06 0***  
( 0.211 ) *  

- 1.149 ***  
( 0.124 ) *  

- 0.36 0***     
( 0.503 ) *  

0.2 00***     
( 0.297 ) *  

IG Score 
- 0.008 +**    
( 0.004 ) *  

- 0.005 +**    
( 0.003 ) *  

- 0.007 ***     
( 0.005 ) *  

- 0.032 ***  
( 0.002 ) *  

- 0.034 ** *   
( 0.008 ) *  

- 0.055 ***  
( 0.004 ) *  

0.006 * **    
( 0.003 ) *  

- 0.028 * **    
( 0.013 ) *  

0.009 ***     
( 0.007 ) *  

IT Invest 
- 25.461 ***  
( 1.143 ) *  

- 1.926 ***     
(9.02 0) *  

- 23.121 ***  
( 4.484 ) *  

- 30.828 ***  
( 7.278 ) *  

- 27.748 +**    
( 14.002 ) *  

- 22.311 **   
( 6.574 ) *  

- 24.101 ** *   
(6.25 0) *  

- 77.494 ***  
( 6.188 ) *  

- 4.884 ***     
(10.04 0) *  

Security Invest 
0.207 ***  

( 0.031 ) *  
- 0.274 ***  
( 0.034 ) *  

0.206 ** *   
( 0.057 ) *  

0.44 0***  
(0.03 0) *  

0.425 ***  
( 0.047 ) *  

0.291 ***  
( 0.031 ) *  

- 0.033 ***     
( 0.094 ) *  

0.261 ***     
( 0.165 ) *  

- 0.064 ***     
( 0.082 ) *  

Budget 
- 0.668 ***  
( 0.151 ) *  

1.042 ***  
( 0.095 ) *  

- 0.51 0***  
( 0.068 ) *  

- 0.585 * **    
( 0.276 ) *  

- 1.634 ***  
( 0.175 ) *  

- 0.03 0***     
( 0.352 ) *  

- 0.33 0***  
(0.07 0) *  

- 1.893 ***  
( 0.328 ) *  

- 0.381 ***     
(0.25 0) *  

Bureau 
0.183 ***     

( 0.972 ) *  
0.477 ***     

( 0.938 ) *  
0.656 ***     

(0.61 0) *  
- 0.984 ***     
( 1.031 ) *  

- 1.848 +**    
( 0.987 ) *  

0.163 ***     
( 1.125 ) *  

1.71 0** *   
( 0.474 ) *  

- 1.288 ***     
( 1.575 ) *  

0.374 +**    
( 0.182 ) *  

FTE 
3.335 ***  

( 0.152 ) *  
- 2.823 ** *   
( 0.715 ) *  

4.752 ***  
( 0.772 ) *  

0.936 ***     
( 0.939 ) *  

5.156 ***  
( 0.833 ) *  

2.004 +**    
( 0.988 ) *  

5.024 ***  
( 0.426 ) *  

1.851 ***     
( 2.849 ) *  

5.295 ** *   
( 1.678 ) *  

Age 
- 0.024 ***     
( 0.043 ) *  

0.023 ***     
( 0.093 ) *  

- 0.202 * **    
( 0.093 ) *  

0.289 ***  
( 0.062 ) *  

0.183 ***     
( 0.118 ) *  

0.046 ***     
( 0.069 ) *  

- 0.251 ** *   
( 0.085 ) *  

0.43 0***     
( 0.338 ) *  

- 0.281 ***     
( 0.225 ) *  

F 1393.98 ***  384.26 ***  242.86 ***  131.05 ***  2998.95 ***  224.81 ***  80.38 ***  131.63 ***  82.48 ***  

Within R2 0. 330***  0.561 ***  0. 424***  0. 351***  0. 487***  0. 416***  0. 455***  0. 373***  0. 299***  
+p < 0.1, *p < 0.05, **p < 0.01, ***p < 0.001; N = 91; # of Agency = 23; Agency and year fixed-effects included; Standard errors are in parentheses. 

Other control variables are omitted for brevity.  



- 26 - 

 

The coefficients of Disperse and Diversity are estimated to be negative and significant in Table 5, 

Column 1, supporting Hypotheses 4 and 5, respectively. Comparing Column 2 to other columns gives an 

interesting result. Column 2 supports an intuition that DoS attacks occur more frequently at federal 

agencies that are geographically distributed or perform diverse functions. However, the geographic 

footprints and the function diversity have an opposite effect on other types of security incidents. For 

example, security incidents via social engineering such as phishing occur more frequently at agencies 

whose employees are more geographically concentrated.  

Table 6 presents the interaction effects of IT-GRC effectiveness measured by inspectors general 

and new IT development/modernization to test Hypothesis 2. The coefficient of DME × IG Score is 

positive and significant for denial of service (DoS, Column 2), unauthorized access (Column 4), and 

unauthorized equipment use (Column 6). With a higher IG Score, the coefficient of DME on security 

breaches becomes less negative. Since the rest of IT spending goes to maintenance of existing systems, 

this indicates that in an agency with stronger IT-GRC mechanisms, an increase in maintenance spending 

leads to a smaller increase in security breach incidents. This provides an encouraging finding that the 

undesired effects of legacy systems on security incidents is mitigated when a federal agency has stronger 

IT-GRC mechanisms. Figure 1 illustrates this effect on security failures involved with unauthorized 

equipment use (from Table 6, Column 6). When a federal agency has a higher IG Score, not only does it 

experience less frequent incidents, but also the effect of its legacy systems (lower DME) is attenuated. 

This finding offers a counterintuitive implication that modernizing legacy systems and improving IT-

GRC are in fact substitutes with respect to cybersecurity risks. 
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Figure 1. Interaction Effects of IG Score and DME Spending 

 

It is intriguing to see that while the coefficient of DME on DoS and unauthorized equipment 

incidents (Table 5, Columns 2 and 6, respectively) is insignificant, the interaction effect of DME and IG 

Score in Table 6, Columns 2 and 6 is positive and significant. This finding implies that effective IT 

governance and control mechanisms could prevent DoS attacks from turning into security incidents. 

Agencies whose IT systems are well governed and well controlled may have instituted mechanisms to 

neutralize the effects of the DoS attacks. They could institute effective network layer controls and 

analytical intelligence to detect DoS attack traffics at the network layer and block them there before the 

attacks have a chance to reach the IT applications. Incidents of unauthorized equipment use are likely to 

occur under weak security controls, such as under weak physical access controls that may allow anyone to 

enter a secure facility or under weak equipment safeguards that could lead to loss of devices and 

equipment in transit (by travelling employees or third-party couriers) between sites. The result in Table 6 

illustrates that effective IT-GRC prevents IT devices from being lost or stolen.   
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Table 7. Estimation with Privacy Rights Clearinghouse Breach Data in FY 2005-2016 

Method Driscoll and Kraay Fixed-Effects Estimation for Spatial Autocorrelation 

Data Source Privacy Rights Clearinghouse (FY 2005-2016) 

Breach Types 

(DV in Log) 
Total Breach Intentional Breach Unintentional Breach 

 (1) (2) (3) (4) (5) (6) 

DME - 0.003 +  (0.002)   0.000    (0.002)   - 0.003 +  (0.002)   

DME × I(2005-2007)  0.000    (0.002)   0.000    (0.002)   0.000    (0.002)  

DME × I(2008-2010)  0.000    (0.003)   0.001    (0.003)   - 0.001    (0.003)  

DME × I(2011-2013)  - 0.011 ** (0.003)   0.001    (0.003)   - 0.01 0** (0.003)  

DME × I(2014-2016)  - 0.013 *** (0.002)   - 0.003    (0.003)   - 0.01 0** (0.003)  

Disperse  0.457 +  (0.256)  0.176    (0.318)  - 0.169    (0.267)  - 0.197    (0.294)  0.727 *  (0.302)  0.483 +  (0.27 0)  

Diversity - 0.014    (0.197)  0.008    (0.194)  0.031    (0.054)  0.065    (0.059)  - 0.021    (0.212)  - 0.02 0   (0.201)  

IG Score - 2.333 *  (0.915)  - 2.111 *  (0.917)  - 1.31 0+  (0.755)  - 1.382 +  (0.744)  - 1.259    (0.799)  - 1.009    (0.736)  

IT Invest - 0.005 ** (0.002)  - 0.003 +  (0.002)  0.000    (0.001)  0.000    (0.001)  - 0.006 *  (0.002)  - 0.004 *  (0.002)  

Security Invest 0.038    (0.064)  0.034    (0.071)  0.044 +  (0.022)  0.052 *  (0.025)  - 0.025    (0.063)  - 0.034    (0.067)  

Budget 0.121    (0.253)  0.006    (0.223)  0.052    (0.256)  0.006    (0.27 0)  0.099    (0.254)  0.013    (0.316)  

Bureau - 0.416 *** (0.09 0)  - 0.32 0** (0.105)  - 0.126    (0.081)  - 0.121    (0.075)  - 0.412 *** (0.091)  - 0.326 ** (0.085)  

FTE 0.044 *  (0.018)  0.037 *  (0.017)  0.007    (0.008)  0.006    (0.007)  0.056 *** (0.014)  0.051 ** (0.014)  

Age - 0.022 *  (0.01 0)  - 0.022 +  (0.011)  - 0.005    (0.003)  - 0.005    (0.004)  - 0.022 *  (0.01 0)  - 0.022 +  (0.011)  

Defense - 0.009    (0.01 0)  - 0.008    (0.01 0)  0.001    (0.003)  0.001    (0.003)  - 0.014    (0.009)  - 0.013    (0.01 0)  

Welfare - 0.025 +  (0.014)  - 0.026 *  (0.012)  - 0.009    (0.005)  - 0.009 +  (0.005)  - 0.019    (0.012)  - 0.019 +  (0.01 0)  

Law Enforce - 0.013    (0.008)  - 0.012    (0.01 0)  - 0.011 ** (0.003)  - 0.01 0** (0.003)  - 0.004    (0.008)  - 0.004    (0.01 0)  

Management 0.009 *  (0.004)  0.014 ** (0.005)  0.01 0*** (0.003)  0.011 ** (0.003)  0.000    (0.004)  0.004    (0.005)  

Regulation - 0.003 +  (0.002)  0.000    (0.002)  0.000    (0.002)  0.000    (0.002)  - 0.003 +  (0.002)  0.000    (0.002)  

N 286***  286***  286***  286***  286***  286***  

# of Groups 24***  24***  24***  24***  24***  24***  

F 2633.52 ***  6575.95 ***  3145.86 ***  91.71 ***  139222.31 ***  247.85 ***  

Within R2 0.256 ***  0.281 ***  0.168 ***  0.172 ***  0.26 7***  0.291 ***  
+p < 0.1, *p < 0.05, **p < 0.01, ***p < 0.001; Agency and year fixed-effects included; Standard errors are in parentheses.; 
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Table 8. Estimation with Privacy Rights Clearinghouse Breach Data in FY 2012-2016 

Method Driscoll and Kraay Fixed-Effects Estimation for Spatial Autocorrelation 

Data Source Privacy Rights Clearinghouse (FY 2012-2016) 

Breach Types 

(DV in Log) 
Total Breach Intentional Breach Unintentional Breach 

 (1) (2) (3) (4) (5) (6) 

DME - 0.001    (0.005)  - 0.046 *  (0.017)  0.003    (0.009)  - 0.041 *** (0.006)  - 0.002    (0.005)  - 0.015    (0.010)  

DME × IG Score  0.0004 *  (0.000)   0.001 ** (0.000)   0.000    (0.000)  

Cloud 0.000    (0.001)  0.001    (0.001)  - 0.001    (0.001)  0.000    (0.000)  0.002 *  (0.001)  0.003 ** (0.001)  

Disperse  0.632    (0.646)  0.352 *  (0.155)  0.344    (0.768)  0.158    (0.106)  - 0.579 +  (0.321)  0.267 *** (0.058)  

Diversity 0.268    (0.185)  - 0.619    (1.556)  0.073    (0.146)  - 1.048    (0.749)  0.233 *** (0.053)  - 1.387    (0.976)  

IG Score - 0.195    (0.351)  - 0.015 ** (0.004)  - 0.817    (2.192)  - 0.016 *** (0.002)  0.818    (1.744)  0.000    (0.003)  

IT Invest 0.044    (0.032)  - 2.055    (3.577)  0.014    (0.016)  - 1.551    (3.737)  0.043 +  (0.022)  - 0.945    (1.009)  

Security Invest 0.197 *** (0.03 0)  0.125 *** (0.012)  0.219 *  (0.09 0)  0.040 *  (0.017)  - 0.044    (0.056)  0.099 *** (0.014)  

Budget - 0.214    (0.271)  - 0.028    (0.034)  0.261 *  (0.125)  0.055    (0.069)  - 0.492 +  (0.273)  - 0.198 ** (0.054)  

Bureau - 1.125 *** (0.187)  - 1.531 ** (0.433)  - 0.598    (0.496)  - 0.562 *** (0.055)  - 0.379    (0.553)  - 1.339 ** (0.378)  

FTE 0.078 *  (0.03 0)  - 0.917 ** (0.251)  0.019    (0.052)  0.104    (0.458)  0.052    (0.057)  - 0.762    (0.696)  

Age 0.009    (0.007)  0.131 *** (0.008)  0.001    (0.004)  0.001    (0.049)  0.004    (0.004)  0.145 +  (0.075)  

Defense 0.022 ** (0.007)  0.009    (0.006)  0.012 ** (0.004)  - 0.001    (0.004)  0.009 ** (0.003)  0.004 *  (0.001)  

Welfare - 0.032 ** (0.009)  0.019 ** (0.005)  - 0.041 *** (0.01 0)  0.007 +  (0.004)  0.004    (0.006)  0.000    (0.001)  

Law Enforce - 0.006    (0.006)  - 0.036 ** (0.012)  - 0.033 ** (0.008)  - 0.034 *  (0.013)  0.037 ** (0.012)  - 0.002    (0.005)  

Management 0.009 ** (0.003)  - 0.022    (0.066)  0.009 *  (0.003)  - 0.021    (0.045)  0.002    (0.002)  0.012    (0.029)  

Regulation - 0.001    (0.005)  0.010 +  (0.005)  0.003    (0.009)  0.007    (0.005)  - 0.002    (0.005)  0.002    (0.001)  

N 120***  91***  120***  91***  120***  91***  

# of Groups 24***  23***  24***  23***  24***  23***  

F 36.64 ***  10.27 ***  17.99 ***  7.62 ***  4.46 ***  3.01 ** *  

Within R2 0. 405***  0.211 ***  0. 335***  0.156 ***  0. 309***  0.299 ***  
+p < 0.1, *p < 0.05, **p < 0.01, ***p < 0.001; Agency and year fixed-effects included; Standard errors are in parentheses.; 
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Our estimations with the alternative dataset from Privacy Rights Clearinghouse also provide 

intriguing results (Table 7 and 8). Table 7 presents estimation results for the data in 2005-2016 with 286 

observations. Columns 1 and 5 show that the coefficient of DME is negative and marginally significant 

for total breaches and unintended disclosures of personal information. Unintended disclosures include 

cases in which sensitive information was accidently posted on the Internet, inadvertently delivered to a 

wrong party, or accessible mistakenly by unauthorized personnel. For instance, it was reported in 2013 

that users in System for Award Management (SAM) at the General Administration Services, including 

external contractors and vendors, were able to view financial information and trade secrets of other SAM 

users. Interestingly, when we added interaction terms of DME and time dummies (e.g. I(2011-2013) is 

one for FY 2011, 2012, and 2013), the share of DME spending is significantly associated with fewer 

breaches in 2011-2016 (Table 7, Columns 2 and 6). Column 2 illustrates that a 1%-point increase in DME 

leads to a 1% decrease in total breaches of personal information after 2011. This suggests that the 

complex legacy systems have become more vulnerable to security threats for personal information that 

are increasingly more sophisticated in the recent years. 

Table 8 includes Cloud variable6 and presents the interaction effect of IT-GRC. While the 

coefficient of DME is not significant for intentional breaches (Table 7, Columns 2-3 and Table 8, Column 

3), it is significantly moderated by IG Score (Table 8, Column 4). This finding supplements the results 

from Table 6 and shows that in a federal agency with weaker IT-GRC, legacy systems are more 

susceptible to a breach of private information with a malicious intent.  

  

                                                           
6 Since Federal IT Dashboard reports cloud computing spending only in 2012-2016, we present this result in a 

separate table. 
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Table 9. Fixed-Effects Poisson Regression  

Method Conditional Fixed-Effects Poisson Regression 

Data Source FISMA Report 

Incident Types 

(DV in Log) 

Total 

Incidents 
Improper Use 

Unauthorized 

Access 

Social 

Engineering 

Policy 

Violation 

Non-Cyber 

Incidents 

 (1) (2) (3) (4) (5) (6) 

DME 
- 0.047 ***  
( 0.002 ) *  

- 0.036 ***  
( 0.002 ) *  

- 0.037 ***  
( 0.003 ) *  

- 0.146 ***  
( 0.006 ) *  

- 0.051 ***  
( 0.004 ) *  

- 0.049 ***  
( 0.004 ) *  

Cloud 
0.000 ***     

(0 .000 ) *  
- 0.007 ***  
( 0.001 ) *  

0.001 ***     
( 0.001 ) *  

- 0.003 ***     
( 0.003 ) *  

- 0.016 ***  
( 0.001 ) *  

0.000 ***     
(0 .000 ) *  

Disperse 
- 15.672 ***  
( 0.544 ) *  

- 13.726 ***  
( 0.707 ) *  

- 13.506 ***  
( 1.098 ) *  

- 12.795 ***  
( 2.052 ) *  

- 18.312 ***  
( 1.089 ) *  

- 56.71 0***  
( 1.759 ) *  

Diversity 
0.138 ***  

( 0.036 ) *  
0.861 ***  

( 0.056 ) *  
0.872 ***  

( 0.078 ) *  
3.12 0***  

( 0.231 ) *  
1.01 0***  

( 0.085 ) *  
- 0.111 +**    
( 0.068 ) *  

IT Invest 
- 18.855 ***  
( 0.947 ) *  

- 21.305 ***  
( 1.206 ) *  

- 24.237 ***  
( 1.748 ) *  

- 56.619 ***  
( 6.252 ) *  

- 22.944 ***  
( 2.732 ) *  

- 43.909 ***  
( 9.303 ) *  

Security Invest 
- 0.089 ***  
( 0.013 ) *  

- 0.125 ***  
( 0.018 ) *  

- 0.033 ***     
( 0.026 ) *  

- 0.618 ***  
( 0.055 ) *  

- 0.403 ***  
( 0.029 ) *  

- 0.02 0***     
( 0.032 ) *  

Budget 
- 0.007 ***     
( 0.034 ) *  

- 0.146 * **    
( 0.063 ) *  

- 0.417 ***  
( 0.102 ) *  

- 1.122 ***  
( 0.309 ) *  

0.324 ***  
( 0.088 ) *  

- 0.029 ***     
( 0.082 ) *  

Bureau 
1.016 ***  

( 0.153 ) *  
0.609 ** *   

( 0.191 ) *  
- 0.19 0***     
( 0.232 ) *  

3.63 0***  
(1 .000 ) *  

2.439 ***  
( 0.385 ) *  

6.26 0***  
( 0.483 ) *  

FTE 
0.953 ***  

(0.1 00) *  
0.265 +**    

( 0.155 ) *  
0.407 +**    

( 0.229 ) *  
7.722 ***  

( 0.738 ) *  
0.419 +**    

( 0.227 ) *  
- 0.034 ***     
( 0.263 ) *  

Age 
- 0.011 ** *   
( 0.003 ) *  

0.025 ***  
( 0.005 ) *  

0.048 ***  
( 0.008 ) *  

0.225 ***  
( 0.023 ) *  

- 0.014 +**    
( 0.008 ) *  

- 0.002 ***     
(0.01 0) *  

Defense 
0.007 ** *   

( 0.002 ) *  
0.03 0***  

( 0.003 ) *  
0.011 ** *   

( 0.004 ) *  
0.04 0***  

( 0.011 ) *  
0.073 ***  

( 0.006 ) *  
0.000 ***     

( 0.012 ) *  

Welfare 
0.008 ** *   

( 0.002 ) *  
0.031 ***  

( 0.003 ) *  
0.01 0* **    

( 0.004 ) *  
0.026 * **    

( 0.011 ) *  
0.072 ***  

( 0.006 ) *  
0.004 ***     

( 0.012 ) *  

Law Enforce 
- 0.007 * **    
( 0.003 ) *  

- 0.004 ***     
( 0.004 ) *  

- 0.018 * **    
( 0.007 ) *  

- 0.036 * **    
( 0.015 ) *  

0.015 ** *   
( 0.005 ) *  

0.063 ***  
( 0.009 ) *  

Management 
- 0.236 ***  
( 0.009 ) *  

- 0.258 ***  
(0.01 0) *  

- 0.269 ***  
( 0.015 ) *  

- 0.914 ***  
( 0.064 ) *  

- 0.27 0***  
( 0.017 ) *  

0.297 ***  
( 0.033 ) *  

Regulation 
- 0.011 ***  
( 0.001 ) *  

- 0.018 ***  
( 0.002 ) *  

- 0.016 ***  
( 0.003 ) *  

- 0.103 ***  
( 0.007 ) *  

- 0.03 0***  
( 0.003 ) *  

- 0.025 ***  
( 0.004 ) *  

Wald χ2 3182.55  2190.57  1299.14  2221.94  1438.22  3509.89  

Log Likelihood - 2531.453  - 1823.07 2 - 1483.550  - 799.554  - 1369.83 1 - 1848.14 6 
+p < 0.1, *p < 0.05, **p < 0.01, ***p < 0.001; N = 96; # of Agency = 24; Agency and year fixed-effects included;  

Standard errors are in parentheses.; For other incident types, maximum likelihood estimation failed to converge. 

 

We conducted a few robustness checks as follows. First, since the dependent variables are count 

variables (the number of security incidents), we estimated the model with conditional fixed-effects 

Poisson regressions. Table 9 shows consistent results with our baseline estimation in Table 5. The 

coefficient of DME is consistently negative in all columns, and so is that of Disperse (geographical 

dispersion). A random-effects Poisson regression and a negative binominal regression provide similar 

results. Second, as stated above, our sample agencies are the CFO Act agencies that include both cabinet 

departments and independent agencies. In Table A1 (Appendix), we re-ran the model without the non-
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cabinet agencies (e.g. the OPM, the National Science Foundation), which are smaller than the cabinet 

agencies and perform more homogenous functions. The results in Table A1 are relatively less significant 

but consistent with Table 5. The coefficient of Diversity is still negative and significant in Columns 1, 3, 

4, and 5, even though we excluded the non-cabinet agencies, which perform much less heterogeneous 

functions that the cabinet ones. 

Third, we re-estimate the model with alternative DME variables. As mentioned in Table 3, DME 

was measured by the share of new IT development to total IT spending for a five-year window. Table A2 

provides estimation results with different windows for DME (three-year and seven-year). We did not 

obtain substantially different results. In Table A3, we use two alternative explanatory variables. In 

Columns 1-4, instead of the proportion of DME over total IT expenditures, we used the total amount of 

DME spending for the previous five years (as transformed in log). These estimations generate similar 

results. In Columns 5-8, in calculating the percentage of DME to total IT spending, we excluded security-

related IT investments, including expenditures related to identification and authentication, access control, 

and incident response. On average, these security-related IT investments only account for 2.33% of the 

total federal IT spending. Excluding such spending in DME does not change our main findings 

substantially. The signs and the magnitudes in the coefficient of DME in Table A3, Columns 5-8 are very 

similar to Table 6. 

 

5. Discussions and Conclusion 

 

 In an increasingly digital economy, both the public- and the private-sector organizations face 

more escalating cybersecurity risks, which could threaten the very existence of organizations. In this 

study, we focus on potential drivers and mitigation mechanisms of IT security incidents in the U.S. 

federal government. To do so, we considered both technological and organizational factors.  

Technologically, we found that the large stock of legacy IT systems in the U.S. federal 

government is a major driver of the IT security incidents. To the best of our knowledge, this is the first 
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empirical test of a widely-held belief among IT security professionals that legacy IT systems might have 

an advantage of “security by antiquity.” Drawing upon economic theories of criminal behaviors and the 

literature on software economics, we hypothesized that federal agencies with more legacy systems are 

likely to experience more security breaches. Our empirical findings support this hypothesis. This finding 

is also corroborated by supplemental analyses with the Privacy Rights Clearinghouse data. Thus, it is 

important to recognize that legacy IT systems create grave vulnerabilities in federal IT infrastructures, 

which cybercriminals can easily exploit. This finding suggests that modernization of legacy systems is 

one of the key mitigation mechanisms for the IT vulnerabilities. 

Another potential mitigation is the use of the cloud. We find that federal agencies that outsource 

more legacy systems to the cloud experience fewer security breaches than others. The third potential 

mitigation mechanism we consider is the institution of effective IT governance, risk, and control (IT-

GRC) measures around the legacy systems. Our analyses show that federal agencies that institute more 

effective IT-GRC mechanisms experience fewer security incidents from the legacy systems.  

Organizationally, the agencies that are geographically or functionally more dispersed experience 

security breaches less frequently than the ones that are more centralized. These findings are 

counterintuitive. Our theoretical discussions and empirical evidence indicate that modernizing IT systems 

could make it easier to consolidate, integrate, and standardize the IT systems, in turn limiting potential 

vulnerability points available to attackers. However, centralization of federal agencies can lead to the 

opposite result. A centralized agency may also have highly valuable “treasures” available for 

cybercriminals. The treasure value is higher because the sensitive data of the agency is likely to at a 

central location, rather than being scattered across many different locations. Instead of having to design 

many different attacks across many dispersed IT system, attackers can design a common attack for the 

central location and scale it up across many units and functions within the central location.  

This research makes an important contribution to the IS literature as follows. To the best of our 

knowledge, our study is the first to examine how IT investment patterns (maintain legacy systems versus 

modernize and develop new IT systems) and organizational forms (geographic concentration and 



- 34 - 

 

functional diversity) affect security vulnerabilities. The U.S. federal government is an ideal setting that 

allows us to investigate the technical and organizational antecedents of security failures across several 

large-scale organizations. It would be challenging to collect security incident data from many large 

organizations in the private sector, where most security incidents are not reported publicly. This study 

makes an important theoretical contribution by extending the economic theory of criminal behaviors in 

explaining the role of IT investment patterns and organizational forms in information security. We also 

contribute to the literature by investigating the crucial roles of IT-GRC mechanisms such as security 

management capabilities in alleviating security vulnerabilities. 

Our study provides ample managerial implications for IT managers in the public sector and 

security professionals in the private sector, to whom governments are among their largest customers. IT 

managers are advised to abandon their conventional wisdom of security-by-antiquity and take security 

threats posed by legacy enterprise architectures seriously. Our empirical analyses raise a wake-up call that 

old and technologically outdated systems cause a wide range of security incidents including intentional 

breaches with malicious intent (Table 5) or unintentional disclosures of sensitive information (Table 7, 

Column 5). Therefore, this study informs that it is imperative for an organization to modernize decades-

old legacy systems and to consistently monitor and patch the vulnerabilities from the antiquated legacy 

infrastructures. Security managers at organizations with antiquated enterprise architectures also need to 

improve IT-GRC mechanisms, an effort that can alleviate security vulnerabilities from the legacy 

infrastructures (Table 6). Our counterintuitive findings in Tables 6 and 8 inform federal officials that 

under a circumstance where it is challenging to secure budgets for IT modernization, enhancing agencies’ 

IT-GRC mechanisms can be an alternative resort to mitigate the cybersecurity risks. 

This paper defies another conventional wisdom that organizations that are geographically 

distributed are more susceptible to security threats. It turns out that federal agencies whose employees are 

more concentrated and ones that serve more homogenous functions suffer from more frequent breaches. 

This finding provides an important implication to security managers in both the public and the private 
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sector that cybercriminals are more likely to target organizations whose data assets are more concentrated. 

Such organizations are advised to take extra precaution in protecting their information resources. 

This study carries a few limitations. First, the FISMA reports do not report the number of security 

incidents at the sub-agency bureau level, such as the Transportation Security Administration under the 

DHS or the Federal Aviation Administration under the DOT. Security breach information at a more 

granular level would have afforded us a more in-depth analysis on the relationship between organizational 

characteristics and security vulnerabilities. Second, the FISMA dataset covers only four years in 2012-

2015. With a longer timeframe, we could have examined how changes in political environments affect 

security vulnerabilities in federal agencies. Third, we were not able to obtain more detailed information in 

security breaches, other than incident categories (Table 2) and the number of incidents in each category. 

We could not find out, for example, the magnitude of security breaches, information on potential 

attackers, or which system was targeted and compromised. While Privacy Rights Clearinghouse does 

provide the number of records that were breached, it does so for only 39% of the incidents that occurred 

in federal agencies, and many of such figures are estimates. 

The public sector provides a range of interesting and promising opportunities for future IS and 

security research. For example, one can examine how political environments affect security 

vulnerabilities in governments. Given the political ramifications from a security failure, which we 

observed from the OPM incident, IS researchers can study how political environments in the legislative 

branch influence security investments or capabilities in the executive branch. It would be also interesting 

to study the relationship between IT outsourcing and security vulnerabilities, since outsiders such as 

vendors and contractual personnel who have access to internal systems can pose security risks. This risk 

is clearly exemplified by the case of Edward Snowden, who was an external contractor for the National 

Security Agency when he exposed its surveillance program. Researchers can also study how high-profile 

incidents of privacy breaches such as ones in Target and the OPM affect security investments in for-profit 

firms and governments. 
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Appendix A – Additional Estimation Tables 

 

Table A1. Estimation without Non-Cabinet Agencies 

Method Driscoll and Kraay Fixed-Effects Estimation for Spatial Autocorrelation 

Data Source FISMA Report PRC 

Incident Types 

(DV in Log) 

Total 

Incidents 

Denial of 

Service 
Improper Use 

Unauthorized 

Access 

Social 

Engineering 

Unintentional 

Breach 

 (1) (2) (3) (4) (5) (6) 

DME 
- 0.032 ** *   
(0.01 0) *  

- 0.01 0***     
(0.027 ) *  

- 0.016 +**    
(0.007 ) *  

- 0.032 * **    
(0.013 ) *  

- 0.131 ***  
(0.011 ) *  

- 0.017 ** *   
(0 .005 ) *  

Cloud 
- 0.005 ***     
(0.005 ) *  

- 0.016 * **    
(0.007 ) *  

- 0.005 ***     
(0.007 ) *  

- 0.011 ***     
(0.01 0) *  

- 0.004 ***     
(0.01 0) *  

0.004 ***     
(0.002 ) *  

Disperse 
- 10.222 ** *   
(3.015 ) *  

7.781 ***     
(9.313 ) *  

3.629 +**    
(2.001 ) *  

- 4.797 ***     
(7.445 ) *  

- 17.712 ***  
(3.997 ) *  

- 0.479 ***     
(0.72 0) *  

Diversity 
- 0.634 ***  
(0.111 ) *  

1.306 ** *   
(0.336 ) *  

- 0.862 ***  
(0.105 ) *  

- 0.911 ***  
(0.119 ) *  

- 0.38 0+**    
(0.179 ) *  

- 0.041 ***     
(0.114 ) *  

IT Invest 
- 69.472 ** *   
(19.911 ) *  

- 308.515 ***  
(30.17 ) *  

- 59.156 * **    
(26.625 ) *  

- 70.93 0***     
(42.552 ) *  

- 61.691 ***     
(36.614 ) *  

10.959 ***     
(7.896 ) *  

Security Invest 
- 0.002 ***     
(0.04 3) *  

0.101 ***     
(0.09 0) *  

- 0.284 ***  
(0.052 ) *  

0.093 ***     
(0.057 ) *  

- 0.084 ***     
(0.113 ) *  

0.015 ***     
(0.011 ) *  

Budget 
- 0.602 * **    
(0.266 ) *  

0.462 ***     
(0.323 ) *  

- 0.56 0* **    
(0.196 ) *  

- 0.699 +**    
(0.338 ) *  

- 1.594 ***  
(0.232 ) *  

- 0.255 * **    
(0.087 ) *  

Bureau 
0.801 ***     

(2.246 ) *  
3.148 ***     

(2.515 ) *  
0.633 ***     

( 1.392 ) *  
- 3.982 ***     
(2.478 ) *  

- 6.488 ***  
(1.278 ) *  

- 1.884 * **    
(0.823 ) *  

FTE 
3.766 ***  

(0.153 ) *  
- 6.745 ***  
(0.931 ) *  

6.504 ***  
(0.887 ) *  

0.364 ***     
(1.179 ) *  

3.632 +**    
(1.991 ) *  

- 0.512 ***     
(0.484 ) *  

Age 
- 0.129 * **    
(0.059 ) *  

0.575 ***  
(0.121 ) *  

- 0.559 ***  
(0.086 ) *  

0.225 ***     
(0.138 ) *  

0.187 ***     
(0 .239 ) *  

0.119 ***     
(0.07 0) *  

Defense 
- 0.003 ***     
(0.017 ) *  

0.056 ***  
(0.005 ) *  

0.008 ***     
(0.023 ) *  

0.002 ***     
(0.023 ) *  

- 0.003 ***     
(0.019 ) *  

- 0.002 ***     
(0.005 ) *  

Welfare 
- 0.001 ***     
(0.017 ) *  

0.056 ***  
(0.006 ) *  

0.009 ***     
(0.024 ) *  

0.000 ***     
(0.024 ) *  

- 0.018 ***     
(0.019 ) *  

0.003 ***     
(0.005 ) *  

Law Enforce 
0.01 0***     

(0.013 ) *  
0.168 ***  

(0.029 ) *  
- 0.024 * **    
(0.011 ) *  

- 0.018 ***     
(0.037 ) *  

0.001 ***     
(0.039 ) *  

- 0.017 ** *   
(0.006 ) *  

Management 
- 0.316 ***  
(0.016 ) *  

0.087 ***     
(0.089 ) *  

- 0.353 ***  
(0.007 ) *  

- 0.535 ** *   
(0.168 ) *  

- 0.501 +**    
(0.242 ) *  

- 0.011 ***     
(0.046 ) *  

Regulation 
0.007 ***     

(0.008 ) *  
- 0.069 ** *   
(0.019 ) *  

0.015 * * *     
(0.009 ) *  

0.024 ***     
(0.016 ) *  

- 0.018 ***     
(0.011 ) *  

0.011 * **    
(0.004 ) *  

F 5.96 ***  41.97 ***  70.91 ***  29.08 ***  7.04 ***  65.11 ***  

Within R2 0.403  0.662  0.453  0.224  0.377  0.382  
+p < 0.1, *p < 0.05, **p < 0.01, ***p < 0.001; N = 68; # of Agency = 17; Agency and year fixed-effects included;  

Standard errors are in parentheses.;  
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Table A2. Estimation with Different Windows for DME 

Method Driscoll and Kraay Fixed-Effects Estimation for Spatial Autocorrelation 

Data Source FISMA Report 

Window Three-Year for DME Seven-Year for DME 

Incident Types 

(DV in Log) 

Total 

Incidents 
Improper Use 

Unauthorized 

Access 

Malicious 

Code 

Total 

Incidents 
Improper Use 

Unauthorized 

Access 

Malicious 

Code 

 (1) (2) (3) (4) (5) (6) (7) (8) 

DME 
- 0.008 * **    
( 0.003 ) *  

- 0.005 ***     
( 0.005 ) *  

- 0.009 * **    
( 0.004 ) *  

- 0.01 0* **    
( 0.004 ) *  

- 0.051 * **    
(0.018 ) *  

- 0.05 0* **    
(0.02 0) *  

- 0.02 0***     
(0.021 ) *  

- 0.053 ** *   
(0.018 ) *  

Cloud 
0.002 ***     

( 0.001 ) *  
- 0.012 ***  
( 0.002 ) *  

- 0.008 ** *   
( 0.002 ) *  

- 0.012 ** *   
( 0.004 ) *  

0.003 ** *   
( 0.001 ) *  

- 0.01 0***  
(0.002 ) *  

- 0.007 ** *   
(0.002 ) *  

- 0.01 0* **    
(0.004 ) *  

Disperse 
- 9.801 ***  
( 1.377 ) *  

- 13.836 ***  
( 0.292 ) *  

- 13.792 ***  
( 0.649 ) *  

- 4.351 +**    
( 2.395 ) *  

- 10.473 ***  
( 1.708 ) *  

- 14.344 ***  
(0.53 0) *  

- 14.505 ***  
(0.931 ) *  

- 5.179 * **    
(2.29 0) *  

Diversity 
- 0.796 ***  
( 0.102 ) *  

- 0.884 ***  
( 0.083 ) *  

- 0.684 ***  
( 0.142 ) *  

- 0.391 ***     
( 0.395 ) *  

- 0.646 ***  
( 0.118 ) *  

- 0.738 ***  
(0.093 ) *  

- 0.614 ** *   
(0.154 ) *  

- 0.231 ***     
(0.362 ) *  

IT Invest 
- 26.545 ***  
( 0.724 ) *  

- 24.48 0***  
( 3.765 ) *  

- 35.749 ** *   
( 10.475 ) *  

- 82.023 ***  
(12.09 0) *  

- 29.272 ***  
( 1.076 ) *  

- 27.071 ***  
(3.655 ) *  

- 37.182 ** *   
(11.276 ) *  

- 84.986 ***  
(10.747 ) *  

Security Invest 
0.176 ***  

( 0.015 ) *  
0.156 * **    

( 0.062 ) *  
0.393 ***  

( 0.027 ) *  
0.217 ***     

( 0.159 ) *  
0.186 ***  

( 0.023 ) *  
0.164 ** *   

(0.057 ) *  
0.4 00***  

(0.031 ) *  
0.229 ***     

(0.164 ) *  

Budget 
- 0.419 ** *   
( 0.135 ) *  

- 0.205 * **    
( 0.074 ) *  

- 0.335 ***     
( 0.224 ) *  

- 1.448 ***  
( 0.321 ) *  

- 0.618 ** *   
( 0.215 ) *  

- 0.401 * **    
(0.161 ) *  

- 0.416 ***     
(0.306 ) *  

- 1.657 ***  
(0.287 ) *  

Bureau 
0.617 ***     

( 0.801 ) *  
1.249 * **    

( 0.532 ) *  
- 0.63 0***     
( 0.622 ) *  

- 0.034 ***     
( 1.349 ) *  

0.009 ***     
(1.01 0) *  

0.664 ***     
(0.744 ) *  

- 0.929 ***     
(0.898 ) *  

- 0.689 ***     
(1.199 ) *  

FTE 
2.686 ***  

( 0.142 ) *  
4.155 ***  

( 0.986 ) *  
0.02 0***     

(0.61 0) *  
0.036 ***     

( 2.867 ) *  
3.046 ***  

( 0.275 ) *  
4.432 ***  

(1.028 ) *  
0.385 ***     

(0.755 ) *  
0.475 ***     

(2.933 ) *  

Age 
- 0.04 0***     
( 0.037 ) *  

- 0.242 * **    
( 0.112 ) *  

0.287 ** *   
( 0.072 ) *  

0.468 ***     
( 0.333 ) *  

- 0.021 ***     
( 0.056 ) *  

- 0.215 * **    
(0.095 ) *  

0.272 ** *   
(0.079 ) *  

0.481 ***     
(0.336 ) *  

Defense 
- 0.019 ***     
( 0.013 ) *  

0.01 0***     
( 0.018 ) *  

- 0.007 ***     
(0.02 0) *  

- 0.058 ***  
( 0.008 ) *  

- 0.016 ***     
( 0.015 ) *  

0.013 ***     
(0.021 ) *  

- 0.008 ***     
(0.02 0) *  

- 0.057 ***  
(0.009 ) *  

Welfare 
- 0.018 ***     
(0.013 ) *  

0.01 0***     
( 0.019 ) *  

- 0.008 ***     
( 0.021 ) *  

- 0.056 ***  
( 0.007 ) *  

- 0.016 ***     
( 0.015 ) *  

0.013 ***     
(0.022 ) *  

- 0.009 ***     
(0.021 ) *  

- 0.054 ***  
(0.008 ) *  

Law Enforce 
0.002 ***     

(0.01 0) *  
0.023 +**    

( 0.012 ) *  
0.004 ***     

( 0.016 ) *  
- 0.02 0***     
(0.02 0) *  

- 0.006 ***     
( 0.006 ) *  

0.014 ***     
(0.009 ) *  

0.000 ***     
(0.015 ) *  

- 0.029 ***     
(0.022 ) *  

Management 
- 0.382 ***  
( 0.018 ) *  

- 0.411 ***  
( 0.046 ) *  

- 0.552 ** *   
( 0.145 ) *  

- 0.713 ***  
( 0.173 ) *  

- 0.418 ***  
( 0.014 ) *  

- 0.446 ***  
(0.043 ) *  

- 0.565 ** *   
(0.155 ) *  

- 0.749 ***  
(0.151 ) *  

Regulation 
0.023 ***  

( 0.005 ) *  
0.024 ** *   

( 0.006 ) *  
0.023 * **    

( 0.009 ) *  
0.003 ***     

( 0.004 ) *  
0.026 ** *   

( 0.007 ) *  
0.026 ** *   

(0.008 ) *  
0.025 * **    

(0.011 ) *  
0.006 ***     

(0.005 ) *  

F 3847.43 ***  13645.50 ***  15.56 ***  118.00 ***  498.56 ***  547.45 ***  10.87 ***  3847.43 ***  

Within R2 0.265  0.354  0.287  0.313  0.285  0.36 9 0.287  0.319  
+p < 0.1, *p < 0.05, **p < 0.01, ***p < 0.001; N = 96; # of Agency = 24; Agency and year fixed-effects included; Standard errors are in parentheses.;  
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Table A3. Estimation with Alternative DME Variables 

Method Driscoll and Kraay Fixed-Effects Estimation for Spatial Autocorrelation 

Data Source FISMA Report 

DME Log (Total DME Spending in Five Previous Years) % of DME Excluding Security-Related Spending 

Incident Types 

(DV in Log) 

Total 

Incidents 
Improper Use 

Unauthorized 

Access 

Policy 

Violation 

Total 

Incidents 
Improper Use 

Unauthorized 

Access 

Policy 

Violation 

 (1) (2) (3) (4) (5) (6) (7) (8) 

DME 
- 0.414 +**    
(0.2 00) *  

- 0.624 ***  
(0.146 ) *  

- 0.579 ***  
(0.072 ) *  

- 0.745 ***  
(0.155 ) *  

- 0.049 ***  
(0.006 ) *  

- 0.055 ***  
(0.005 ) *  

- 0.027 ** *   
(0.008 ) *  

- 0.068 ***  
(0 .000 ) *  

Cloud 
0.002 ***     

(0.001 ) *  
- 0.012 ***  
(0.002 ) *  

- 0.008 ** *   
(0.002 ) *  

- 0.015 ***  
(0.001 ) *  

0.002 ***     
(0.001 ) *  

- 0.011 ***  
(0.002 ) *  

- 0.008 ** *   
(0.002 ) *  

- 0.015 ***  
(0.001 ) *  

Disperse 
- 0.753 ***  
(0.095 ) *  

- 0.83 0***  
(0.07 0) *  

- 0.627 ***  
(0.137 ) *  

- 0.931 ***  
(0.14 0) *  

- 0.807 ***  
(0.088 ) *  

- 0.902 ***  
(0.076 ) *  

- 0.681 ***  
(0.142 ) *  

- 1.017 ***  
(0.14 0) *  

Diversity 
- 10.778 ***  
(1.391 ) *  

- 14.851 ***  
(0.562 ) *  

- 15.028 ***  
(0.834 ) *  

- 21.662 ***  
(1.945 ) *  

- 11.744 ***  
(1.584 ) *  

- 15.808 ***  
(0.741 ) *  

- 15.224 ***  
(1.073 ) *  

- 22.841 ***  
(1.977 ) *  

IT Invest 
- 26.405 ***  
(0.795 ) *  

- 23.907 ***  
(4.195 ) *  

- 35.45 0** *   
(10.341 ) *  

- 23.575 ** *   
(8.122 ) *  

- 26.918 ***  
(0.603 ) *  

- 24.712 ***  
(3.452 ) *  

- 36.24 0** *   
(10.716 ) *  

- 24.533 ** *   
(7.283 ) *  

Security Invest 
0.197 ***  

(0.026 ) *  
0.184 ** *   

(0.049 ) *  
0.421 ***  

(0.03 0) *  
- 0.039 ***     
(0.096 ) *  

0.202 ***  
(0.029 ) *  

0.183 ** *   
(0.054 ) *  

0.41 0***  
(0.033 ) *  

- 0.039 ***     
(0.098 ) *  

Budget 
- 0.5 00* **    
(0.177 ) *  

- 0.323 ** *   
(0.105 ) *  

- 0.447 +**    
(0.244 ) *  

- 0.192 ***  
(0.043 ) *  

- 0.673 ***  
(0.163 ) *  

- 0.493 ***  
(0.099 ) *  

- 0.477 +**    
(0.265 ) *  

- 0.401 ***  
(0.036 ) *  

Bureau 
0.293 ***     

(0.936 ) *  
0.82 0***     

(0.625 ) *  
- 1.067 ***     
(0.764 ) *  

1.715 * **    
(0.726 ) *  

- 0.124 ***     
(0.92 0) *  

0.435 ***     
(0.639 ) *  

- 1.088 ***     
(0.812 ) *  

1.237 * **    
(0.568 ) *  

FTE 
3.386 ***  

(0.353 ) *  
4.982 ***  

(1.091 ) *  
0.935 ***     

(0.77 0) *  
5.863 ***  

(0.846 ) *  
3.381 ***  

(0.274 ) *  
4.825 ***  

(0.965 ) *  
0.582 ***     

(0.754 ) *  
5.686 ***  

(0.692 ) *  

Age 
- 0.073 ***     
(0.043 ) *  

- 0.268 * **    
(0.109 ) *  

0.248 ** *   
(0.075 ) *  

- 0.344 ** *   
(0.107 ) *  

- 0.038 ***     
(0.048 ) *  

- 0.228 * **    
(0.103 ) *  

0.27 0** *   
(0.076 ) *  

- 0.294 ** *   
(0.101 ) *  

Defense 
- 0.019 ***     
(0.014 ) *  

0.012 ***     
(0.021 ) *  

- 0.006 ***     
(0.021 ) *  

0.028 * **    
(0.012 ) *  

- 0.016 ***     
(0.015 ) *  

0.014 ***     
(0.021 ) *  

- 0.007 ***     
(0.021 ) *  

0.031 * **    
(0.012 ) *  

Welfare 
- 0.017 ***     
(0.015 ) *  

0.013 ***     
(0.021 ) *  

- 0.007 ***     
(0.022 ) *  

0.031 * **    
(0.012 ) *  

- 0.015 ***     
(0.015 ) *  

0.014 ***     
(0.021 ) *  

- 0.008 ***     
(0.021 ) *  

0.032 * **    
(0.012 ) *  

Law Enforce 
0.000 ***     

(0.009 ) *  
0.019 ***     

(0.012 ) *  
0.000 ***     

(0.017 ) *  
0.033 * **    

(0.015 ) *  
- 0.005 * * *     
(0.008 ) *  

0.015 ***     
(0.013 ) *  

0.000 ***     
(0.018 ) *  

0.028 +**    
(0.016 ) *  

Management 
- 0.383 ***  
(0.015 ) *  

- 0.412 ***  
(0.045 ) *  

- 0.553 ** *   
(0.142 ) *  

- 0.364 ***  
(0.089 ) *  

- 0.386 ***  
(0.007 ) *  

- 0.415 ***  
(0.039 ) *  

- 0.553 ** *   
(0.146 ) *  

- 0.368 ***  
(0.083 ) *  

Regulation 
0.02 0***  

(0.005 ) *  
0.019 ** *   

(0.006 ) *  
0.019 +**    

(0.009 ) *  
0.017 ***  

(0.001 ) *  
0.018 ** *   

(0.005 ) *  
0.018 ** *   

(0.006 ) *  
0.021 * **    

(0.009 ) *  
0.015 ***  

(0.002 ) *  

F 1275.97 ***  776.59 ***  197.86 ***  129.28 ***  304.94 ***  754.20 ***  163.45 ***  87.94 ***  

Within R2 0.274  0.3 71 0. 298 0. 394 0.319  0. 406 0. 296 0. 442 
+p < 0.1, *p < 0.05, **p < 0.01, ***p < 0.001; N = 96; # of Agency = 24; Agency and year fixed-effects included; Standard errors are in parentheses.;  

 


